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Previous studies have provided evidence of multi-level mental representations of
language-conveyed spatial (scenic) information. However, the available evidence is
largely inconclusive with regard to the structure of these mental representations. A labor-
atory experiment assesses computer-assisted problem-solving performance abilities when
language-conveyed representations of spatial information are matched with the language
perspective of the task and with individual cognitive skills. Our findings largely validate
this paradigm of ‘‘cognitive fit’’ that has been applied in non-language computer display
domains, and the results suggest language-fostered ‘‘perspective-bias’’ in the formation
and use of mental representations of spatial (scenic) information.
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1. Introduction

Within the context of this study, spatial information relates to objects and their relation-
ships that exist in large- and small-scale geographic space. Spatial information pertains
to the size, shape, orientation and absolute and relative locations of geographic objects.
An example of large-scale geographic space is a town, county or other broad scenic area,
complete with buildings, roads, bridges and other landmarks that cannot be viewed in its
entirety from a single visual perspective. Large-scale geographic space encompasses too
much area to be perceived as a whole. Spatial understanding and reasoning in large-scale
space is of interest to the artificial intelligence (AI) community and enjoys an interdisci-
plinary focus relevant to the fields of computer science, cognitive science, linguistics and
geography. In contrast to large-scale space, an example of small-scale space is the layout
of a room with attendant doors, furniture and other obstacles that generally limit or
constrain access and navigation. Small-scale space is generally limited in area such that it
may be perceived ‘‘all at once’’. The cognitive representations of small-scale space is also
of interest to the computer and cognitive science communities, and is especially relevant
to the study of robotics.

Humans often convey descriptions of spatial information using natural language. In
describing spatial information, a distinction is often made between route and survey
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perspectives. Route descriptions largely enable navigation by relating current position
and future direction to the location of encountered landmarks. For example, an em-
ployee of the Springfield, Virginia, Holiday Inn could say to a hotel guest: ‘‘To drive to
the Washington Monument, turn left out of the parking lot, turn right onto Interstate 95,
go up the highway for seven miles and cross the 14th Street bridge into DC, proceed
straight on 14th Street for two more miles, turn left onto Constitution Avenue and then
park in the first available space’’. In general, a route perspective assumes a two-
dimensional, intrinsic frame of reference using egocentric terms such as ‘‘right’’, ‘‘left’’ and
‘‘straight’’. A route description typically evokes a mental tour of the geographic area
using salient landmarks to signal relative positional changes in direction.

In contrast, a survey description assumes the perspective of a bird’s eye-view. Consider
the following example (Taylor & Tversky, 1992b): ‘‘The Washington Mall is bounded by
the Lincoln Memorial to the west and the Capital to the east. The northern and southern
borders of the Mall are lined with museums. The easternmost museum along the
southern border is Air and Space’’. In general, a survey description assumes an omnis-
cient two-dimensional, ‘‘top-down’’ aerial perspective, and uses an extrinsic frame of
reference and canonical terms (i.e. ‘‘north‘‘, ‘‘south’’, ‘‘east’’ and ‘‘west’’) to convey the
relative direction and location of spatial objects.

There is a large body of evidence indicating that the mental representations of route
and survey information have psychologically distinct consequences on human abilities to
navigate and to relate the relative locations of spatial objects to one another (for
a complete discussion, see Thorndyke & Hayes-Roth, 1982). If spatial information is
separately described through route and survey perspectives, do different mental repres-
entations result? That is, what is the ‘‘perspective’’ of the visual imagery of this spatial
information? Does the resulting mental imagery preserve the relative route or survey
perspective of the presented information? Does the language perspective of the task
influence problem-solving performance commensurate with the structure of these mental
representations? Furthermore, are there individual cognitive skills that influence the
formation and subsequent use of these mental representations? These questions are
addressed by this study.

The relationship between spatial language and mental representations has become an
important issue to the field of human—computer interaction (HCI). Natural language
interfaces are becoming commonplace in a variety of decision-supporting applications.
To the extent that these systems involve navigation, then the issue of how to present the
language is critical to the effective use of these systems. Examples of such navigation
systems include geographic information systems and car navigation systems. Many of
these systems have a bias towards a particular route or map representation that may be
difficult for particular users to master. Furthermore, virtual environment (VE) systems
that train users to navigate simulated environments can benefit from appropriate textual
or aural language interfaces.

2. Theory

The theoretical foundations of this study stem from human information processing
theory, specifically the paradigm of cognitive fit (Vessey & Galletta, 1991), and from
theoretical notions about the structure of mental representations for spatial (scenic)



MENTAL REPRESENTATIONS OF SPATIAL LANGUAGE 707
information. The cognitive fit model was originally developed and applied to explain
computer-based decision support performance using tabular and graphical displays of
symbolic and spatial information. We extend the application of the cognitive fit model to
assess computer-supported decision performance tied to mental representations of lan-
guage-conveyed spatial information.

2.1. PARADIGM OF COGNITIVE FIT

The conceptual research model is presented as Figure 1 (Vessey & Galletta, 1991). This
model of cognitive fit depicts the general process of problem solving as the outcome of the
relationships among the problem elements, specifically including problem representation,
task and skill. In general, the model suggests that there should be a match between the
problem, its representation, and a problem-solver’s skill, to foster a superior mental
representation and thereby enhance performance in the solution of the problem. There is
substantial support in the management information systems (MIS) literature that the
representations of the problem and task influence individual decision performance
(Pracht & Courtney, 1988; Jarvenpaa, 1989; Lamberti & Wallace, 1990; Loy, 1991;
Subramanian, Nosek, Raghunathan & Kanitkar, 1992). There is also evidence that the
representation of the problem influences the decision maker’s mental representation
(Hayes & Simon, 1974, 1977; Simon & Hayes, 1976; Tan & Benbasat, 1990; Vessey
& Galletta, 1991). Vessey (1991) cited the literature on problem isomorphs as evidence
that people use processes specific to the problem representation when solving a problem.
Newell and Simon (1972) asserted that the structure and organization of the problem
representation influence both the structure of the problem space and the mental processes
to be used in solving the problem. Additionally, there is evidence that the nature of the task
can induce decision makers to use different mental processes to solve a problem (Rosen
& Rosenkoetter, 1976; Einhorn & Hogarth, 1981; Slovic & Lichtenstein, 1983; Vessey
& Weber, 1986; Tversky, Sattath & Slovik, 1988; Johnson, Payne & Bettman, 1988).
FIGURE 1. Research model.
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The mental representation, formulated using characteristics of both the problem repres-
entation and task, is the representation of the problem in human working memory
(Gentner & Stevens, 1983). The user’s mental representation refers to his understanding of
the characteristics of the problem elements, and of the relationships among those elements.
It is similar to the concept of a mental model. Simon (1981) described the user’s mental
model as a cognitively based model of the problem space and the operators necessary to
transform states in that space. Greeno (1973) integrated theoretical concepts on human
memory, mental imagery, and problem solving and suggested that people formulate
a ‘‘cognitive tree’’ of problem structure to organize problem knowledge. This cognitive
tree is a structural network that represents relationships among the problem elements.

When the types of information emphasized in the problem representation and task
match, and when individual cognitive skills can accommodate these same types of
information, then the problem solver can use similar mental processes to act on both the
problem representation and the task. The model of cognitive fit suggests that such
a match results in the formation of ‘‘consistent’’ mental representations of problem
structure that facilitate the problem-solving process and lead to more effective and
efficient solutions. If a mental representation is elicited that matches the representation of
the task, then problem-solving performance should be facilitated. On the other hand, if
the mental model formulated by the problem representation is inconsistent with the task
representation, then decision making performance may be impeded. Furthermore, many
researchers have linked and tested performance benefits that accrue when there is
a ‘‘cognitive fit’’ between the presentation of information and individual cognitive skill
variables (Jarvenpaa, 1989; Lehner & Zirk, 1987; Lamberti & Wallace, 1990; Pei
& Reneau, 1990; Vessey & Galletta, 1991). Individuals have different relative abilities to
process problem elements as a function of the presentation of the information. Individual
differences in the use of imagery (Greeno, 1973; Mervis & Rosch, 1981; Birnberg
& Shields, 1984; Weber, 1985) to structure and solve problems (Huttenlocker, 1968;
Bower, 1972; Moyer, 1973; Gomez, Egan, Wheeler, Sharma & Gruchacz, 1983;
Molzberger, 1983; Pracht & Courtney, 1988; Loy, 1991) have been shown to impact
the effectiveness of collaborative human—computer interaction.

This paradigm of cognitive fit has a ‘‘cost—benefit’’ characteristic such that consistent
mental representations reduce the mental effort required to solve a problem. That is,
consistent mental representations facilitate the selection of appropriate mental strategies,
methods, and processes to more effectively and efficiently solve the problem.
A cost—benefit paradigm from behavioral decision theory (Beach & Mitchell, 1978;
Payne, 1982; Johnson & Payne, 1985) has been used to explain an individual’s choice
among various problem solving strategies. The choice is explained as a cognitive tradeoff
between the effort required to employ the problem-solving strategy and the resulting
quality of the problem solution. This cost—benefit analysis framework has been applied
to objective measures of the effectiveness of information display formats (Kleinmuntz
& Schkade, 1988; Jarvenpaa, 1989).

2.2. COGNITIVE REPRESENTATIONS OF SPATIAL INFORMATION

Many studies have investigated cognitive representations relating to the acquisition
and retrieval of spatial (i.e. geographic) information (Stevens & Coupe, 1978; Sadalla,
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Burroughs & Staplin, 1980; Thorndyke, 1981; Tversky, 1981; Holyoak & Mah, 1982;
Thorndyke & Hayes-Roth, 1982; Moar & Bower, 1983; Hirtle & Mascolo, 1986;
McNamara, 1986; Novick & Tversky, 1987; Kosslyn, Cave, Provost & von Gierke, 1988;
McNamara, Hardy & Hirtle, 1989; Freundschuh, 1992; Golledge, 1992). Furthermore,
a number of studies have extended this investigation into the domain of language-
conveyed spatial information (Thorndyke & Stasz, 1980; Glanzer, Dorfman & Kaplan,
1981; Mani & Johnson-Laird, 1982; Hirtle & Jonides, 1985; Perrig and Kintsch, 1985;
Bower & Morrow, 1990; Franklin & Tversky, 1990; Taylor & Tversky, 1992 a, b).

Taylor and Tversky (1992b) noted existing evidence for multiple mental representa-
tions of the memory of discourse. Studies have shown different representations for
phonetic properties of words (Glanzer et al., 1981), for the propositional content of
a discourse (Johnson-Laird, 1983), and for the situation described in discourse (Bran-
sford, Barclay & Franks, 1972). In general, multi-level mental representations are
suggested, including (1) ‘‘surface’’-level memory traces of the phonetic or graphemic
properties of words; (2) memories of the propositional content or ‘‘gist’’ of the discourse;
and (3) visual imagery of the scenic or situational objects, including characteristics and
relative relationships among the objects described in the discourse.

Perrig and Kintsch (1985) created two informationally equivalent route and survey
text descriptions of a fictitious town. Furthermore, they composed two separate sets of
inference questions about the described scenes. Each set of inference questions conform-
ed to either the route or the survey perspective. The route text described the town as a set
of instructions for driving through the town. It was expected that the route textual
description would bias the reader in favor of a linear, procedural mental representation.
In the survey text, the town was described as one would view a map. It was expected that
subjects exposed to the survey text description would construct mental images biased in
the form of a visual map of the town.

Perrig and Kintsch conducted several experiments using this general approach. In one
experiment, they reported significant perspective biases and gender differences in sub-
jects’ performances answering inference questions. Specifically, females who read the
route text exhibited superior performance when responding to route-formatted inference
questions. Also, females who read the survey text performed better answering the
survey-formatted inference questions. On the other hand, male subjects exhibited persist-
ent bias in favor of a survey representation, no matter which text they had read. Males
who read the survey text performed better when answering survey-formatted inference
questions, whereas males who read the route text were also better on the survey
inferences. Perrig and Kintsch concluded that the nature of mental representations
formed by reading textual descriptions of spatial, scenic information depends both on the
(route or survey) perspective of the text, as well as on gender.

In Taylor and Tversky’s (1992b) research, subjects also read route or survey descrip-
tions of naturalistic environments and then answered verbatim and inference questions
(as true or false) about the spatial objects described by the two perspectives. The subjects
also drew maps of the environments. Subjects were faster and more accurate when
verifying verbatim, as compared to inference statements. However, there was no relative
performance advantage answering inference questions attributable to either the route or
survey perspective. Taylor and Tversky interpreted these findings as evidence that at
least two levels of mental representations were formed from the text itself: (1) a verbatim
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representation of the text; and (2) a spatial model of the environment described in the
text. Although Taylor and Tversky reported that the text evoked different levels of
mental representations, there was no evidence of a mental bias in favor of either the route
or survey perspective.

Map drawing reconstructions were equally accurate for the route and survey descrip-
tions, again indicating similar spatial mental models formed from these two perspectives.
Based on subjects’ responses to locative questions, Taylor and Tversky speculated that
the formed spatial mental model (p. 289): ‘‘may be like an architect’s 3D model of a town;
it can be viewed or visualized from many different perspectives, but it cannot be viewed
or visualized as a whole. Particular spatial perspectives can be derived from a more
abstract spatial mental model that is perspective free’’.

3. Hypotheses

To investigate the research questions, four hypotheses are proposed that are derived
from the conceptual research model. Each hypothesis is tested with multiple statements
representing the relevant combinations of experimental conditions and outcomes.

The first hypothesis asserts that problem solving is more efficient and effective when
the problem representation matches the nature of the task to be accomplished. Vessey’s
(1991) paradigm of cognitive fit suggests that when information characteristics of the
problem representation match characteristics of the task, then the problem-solving
process is facilitated because a consistent mental representation can both act on the
problem representation and address the task. That is, when the problem representation
matches the task, similar mental processes can operate to both extract information from
the problem representation and to solve the problem. Under these circumstances,
problem-solving performance is better than when the representation and the task do not
match. Consequently, the following hypothesis is proposed.

H1: Problem solving will be faster and more accurate when problem representation matches
the task.

This hypothesis is tested by examining whether the speed and accuracy of solving the
problem is enhanced when: (1) route inference questions are coupled with route town
descriptions; or (2) survey inference questions are coupled with survey town descrip-
tions.

The second hypothesis asserts that problem-solving performance is improved when
problem solving skills match both problem representation and task. The relevant
problem-solving skills are ‘‘information processing skills that support a particular task’’
(Vessey & Galletta, 1991, p. 69). They argue that a particular skill will have the greatest
effect on performance when it emphasizes the same information characteristics already
present in the problem-solving elements (i.e. the problem representation and the task).
Under these circumstances, performance will be further enhanced because the for-
mulated mental representation will be consistent with the problem representation, with
the task, and with the task-specific problem-solving skill.

In this study, problem-solving skills are measured using the factor-referenced cognitive
tests (see Ekstrom, French, Harman & Dermen, 1976) developed by the Office of Naval
Research (ONR) and licensed for research use through the Educational Testing Service
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(ETS). Individual visual memory ability, defined as ‘‘the ability to remember the config-
uration, location and orientation of figural material’’ is assessed with the map memory
test (MV-3). In this timed test, subjects identify (recall) maps previously presented on
a study page. ETS describes this exercise as a ‘‘test of your ability to remember part of
a map so that you can recognize it when you see it again.’’ According to Ekstrom et al.
(1976), the map memory test demonstrates the existence of iconic memory which is used
to store visual impressions. We expect that greater visual memory ability will expedite
the acquisition and understanding of spatial information presented from a survey
perspective. Spatial scanning ability, defined as ‘‘speed in exploring visually a wide or
complicated spatial field’’ is assessed with the map planning test (SS-3). In this timed
exercise, subjects plan and identify the shortest possible routes on diagrams represented
as city grid maps, complete with roads, landmarks, buildings and obstacles. Ekstrom et
al. (1976) note that this factor requires addressing sensory buffers to make a visual search
for appropriate paths. The test involves finding one’s way through a paper maze by
navigating paths and determining position relative to identified landmarks. Accordingly,
we expect that spatial scanning ability will expedite the acquisition and understanding of
scenic information presented from a route perspective. Thus, the following hypothesis is
proposed.

H2: Problem solving will be faster and more accurate when cognitive skill matches problem
representation and task.

This hypothesis is tested by examining whether problem-solving speed and accuracy are
enhanced when (1) greater spatial scanning ability is coupled with route inference
questions and route town descriptions; or (2) greater visual memory ability is coupled
with survey inference questions and survey town descriptions.

The third hypothesis asserts that problem-solving performance is improved when
problem-solving skills match the problem representation irrespective of the task. Vessey
and Galletta (1991, p. 69) state that ‘‘problem-solving performance is improved when
problem-solving skills match both problem representation and task, or either the
problem representation or the task’’. Thus, when skill matches the language perspective
of the town description, performance should be enhanced. Accordingly, the following
hypothesis is proposed.

H3: Problem solving will be faster and more accurate when cognitive skill matches the
problem representation.

This hypothesis is tested by examining whether problem-solving speed and accuracy
are enhanced when (1) greater spatial scanning ability is coupled with route town
descriptions; or (2) greater visual memory ability is coupled with survey town de-
scriptions.

The fourth hypothesis asserts that problem-solving performance is improved when
problem-solving skills match the task irrespective of the problem representation. Since
performance should be enhanced when skills match either the representation or the task,
then performance should be enhanced when skill matches the language perspective of the
inference questions regardless of the language perspective of the town description. Thus,
the following hypothesis is proposed.
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H4: Problem solving will be faster and more accurate when cognitive skill matches
the task.

This hypothesis is tested by examining whether problem-solving speed and accuracy are
enhanced when (1) greater spatial scanning ability is coupled with route inference
questions; or (2) greater visual memory ability is coupled with survey inference questions.

4. Method

4.1. EXPERIMENTAL MATERIALS

The route and survey descriptions of a fictitious town and the experimental inference
questions used in this study are presented in Appendices 1 and 2, respectively. The route
and survey descriptions are based on an imaginary map of the town of ‘‘Pinehurst’’
(which subjects did not see) presented as Figure 2. There are exactly 20 sentences in each
of the route and survey textual descriptions of ‘‘Pinehurst’’.

4.2. EXPERIMENTAL DESIGN

Figure 3 indicates the experimental design. In Figure 3, N indicates the number of
subjects; PRAC indicates a practice trial; the subscript r indicates a route-oriented
textual treatment; s indicates a survey-oriented textual treatment; PINE indicates the
experimental trial (i.e. subjects reading a text that describes the town of ‘‘Pinehurst’’); and
O indicates repeated measure observations of dependent variable values. Practice trial
materials (not presented) were based on a second fictitious map domain that was distinct
from the town of ‘Pinehurst’. Forty-five university students, randomly assigned to one of
the two groups, but counterbalanced with respect to gender, served as experimental
subjects.

Central to this research, the response dependent variables include the accuracy and
speed with which subjects identified as true or false 24 inference statements that were
worded using either a route or survey perspective of the town (see Appendix 2).
Specifically, the dependent variables include error rate (i.e. the percentage of incorrect
responses) and reaction time per syllable. One-half of the inference statements were
written in the route format, and the other half, in the survey format. Reaction time per
syllable was computed by dividing the total time (measured in milliseconds) to respond
to each inference question by the number of syllables in that question. This time response
measure was used to equilibrate the varying lengths of the route and survey inference
questions. In addition, reaction time per syllable was the same time response measure
used by Taylor and Tversky (1992b).

One-half of the inference questions were true, and the other half, false. The inference
questions required subjects to judge the relative positions and orientations of spatial
objects that were not explicitly stated, but that were implied by the text. To make correct
inferences, subjects needed to understand and integrate the positional and directional
relationships that existed among the spatial objects. Computer software randomized the
presentation order of the inference questions for each subject. Each question appeared on
a computer screen and the subject would click one of the two buttons labeled as ‘‘true’’ or
‘‘false’’. Immediately after clicking the (true or false) button, the next inference statement
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would appear on the next screen. Response times were automatically recorded by the
software.

With respect to the conceptual research model (see Figure 1), there are two levels
for each of the cognitive fit paradigm elements. Problem representation is represented
with route-formatted and survey-formatted descriptions of the town (see Appendix 1).
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Problem-solving task is represented with route-formatted and survey-formatted inference
questions (see Appendix 2). Problem-solving skill is represented with numeric visual
memory and spatial scanning scores. Error rate and reaction time per syllable comprise
the two dependent variable problem solution measures.

4.3. EXPERIMENTAL PROCEDURES

The map memory and map planning cognitive tests were administered to subjects in
individual sessions. Subjects were then instructed to carefully review the (route- or
survey-perspective) town descriptions until ‘‘they could explain the scene to another
person’’. They were encouraged to review the set of town description statements up to
four times. The statements were individually presented on a computer screen, and the
presentation pace was controlled by the subjects. Subjects were verbally instructed to
take as much time as needed to review the town descriptions, but then to work as quickly
and accurately as possible while answering the inference questions. Monetary rewards
were provided to the subjects, based on the speed and accuracy of answering the
inference questions. The software randomized the presentation order of the experimental
questions for each subject- and automatically recorded each subject’s accuracy and
speed in responding to the experimental inference questions.

Each subject participated in two trials: (1) an abbreviated practice trial; and (2) the
experimental trial. Subjects were not informed that the initial trial was practice. Subjects
were instructed to draw a map of the described town at the conclusion of each trial and
they were video-taped while drawing these maps. Each session with an individual
subject, including administering the cognitive skills tests, conducting the practice and
experimental trials, and video-taping the map drawings, was completed within 2 h.

5. Results

Pearson product moment correlation coefficients indicated that the dependent variables
were not significantly correlated (r"!0.01158; p"0.71). However, a series of signifi-
cance tests across multiple dependent variables in a univariate analysis introduces the
possibility of an inflated type I error rate. Consequently, the data were analysed by fitting
repeated measures multivariate analysis of variance and covariance models (MANOVA
and MANCOVA) to the data for the route and survey inference tasks. Although
different, these tasks were sufficiently isomorphic to enable multivariate analyses of the
combined data as appropriate.

Table 1 displays the means and standard deviations of error rates and reaction times
per syllable by town description (i.e. problem representation) type and by inference
question (i.e. problem-solving task) type. By experimental condition, subjects exhibited
the greatest accuracy (i.e. mean error rate of 18.18%) when both the town description
and the inference questions assumed a route perspective. Conversely, subjects were least
accurate (i.e. mean error rate of 25.76%) when exposed to survey-perspective town
-Except for the three practice statements (see Appendix 2) that were presented first and in the same order for
each subject.



TABLE 1
Means and standard deviations of error rates and reaction times

Route town description Survey town description

Inference Error Reaction time per Error Reaction time per
task rate (%) syllable (s) rate (%) syllable (s)

Route 18.18 0.54 25.76 0.48
(20.93) (0.31) (23.73) (0.27)

Survey 20.83 0.71 23.86 0.59
(22.04) (0.41) (23.13) (0.27)
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descriptions coupled with route-formatted inference questions. Survey town descriptions
coupled with survey inference questions fostered a 23.86% mean error rate, and route
town descriptions coupled with survey inference questions fostered a 20.83% mean error
rate. By individual subject, error rates ranged from 0 to 58.33%. Six of the 44 subjects
answered all 24 inference questions correctly; 10 subjects answered only one question
incorrectly; 2 subjects missed 2 questions; 2 subjects missed 3 questions; 6 subjects missed
4 questions; 1 subject missed 6 questions; 2 subjects missed 7 questions; 2 subjects missed
8 questions; 2 subjects missed 9 questions; 1 subject missed 10 questions; 4 subjects
missed 11 questions; 4 subjects missed 12 questions; 1 subject missed 13 questions; and
1 subject missed 14 questions. Error rates across subjects on individual inference
questions ranged from 6.8 to 40.9%.

Total reaction times to answer all 24 inference questions ranged from 102 to 468 s. One
subject in group d1 (see Figure 3) expressed difficulty understanding the task, and was
observed having much trouble responding to the inference questions. With a total
reaction time of 765 s, more than three standard deviations from the mean, the data
collected on this subject was regarded as an outlier and excluded from further analyses
and the reported results.- The total reaction times per syllable ranged from 0.21 to 0.95 s.
All reaction time data was analyzed and included in the reported results, regardless of
accuracy on individual inference questions. However, an analysis of the reaction time
data for only those inference questions that were answered correctly did not change the
reported results. These ‘‘correct only’’ results are also presented in Table 3.

Descriptive statistics on subjects’ scores on the map memory test (i.e. visual memory
ability) and the map planning test (i.e. spatial scanning ability) are presented in Table 2.
There were a total of 24 questions on the map memory test and 40 questions on the map
planning test.

5.1. MATCHING PROBLEM REPRESENTATION AND TASK

Hypothesis H1 states that problem solving will be faster and more accurate when problem
representation matches the task. This hypothesis is tested by examining whether the speed
-Removing this outliner data did affect the results (see Table 3).



TABLE 2
Descriptive statistic on visual memory and spatial scanning

scores

Statistic Visual memory Spatial scanning

Mean 21.82 24.82
Standard deviation 2.32 5.70
Range 11 25
Minimum 13 14
Maximum 24 39
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and accuracy of solving the problem is enhanced when (1) route inference questions are
coupled with route town descriptions, or (2) survey inference questions are coupled with
survey town descriptions. A MANOVA model tested the effects of a matching problem
representation and task on the response performance. For route inference tasks, problem
representation significantly affected performance [F (2, 525)"5.06; p"0.0066]. Sub-
jects presented with the route-perspective description of the town made fewer errors
[F (1, 526)"4.44; p"0.0356] than subjects presented with the survey-perspective town
description. However, subjects presented with the survey-perspective town description
answered the questions more quickly [F (1, 526)"5.30; p"0.0218] than subjects pre-
sented with the route-perspective town description.

For survey inference tasks, the representation of the problem significantly affected
performance [F (2, 525)"8.18; p"0.0003]. However, there was no significant difference
[F (1, 526)"0.70; p"0.4043] between the errors rates of subjects presented with the
survey town description compared to subjects presented with the route town description.
However, subjects presented with the town described from a survey-perspective did
answer the questions more quickly [F (1, 526)"15.96; p"0.0001] than subjects present-
ed with the town described from a route-perspective.

5.2. MATCHING SKILLS TO PROBLEM REPRESENTATION AND TASK

Hypothesis H2 states that problem solving will be faster and more accurate when cognitive
skill matches problem representation and task. This hypothesis is tested by examining
whether problem-solving speed and accuracy are enhanced when (1) greater spatial
scanning ability is coupled with route inference questions and route town descriptions or
(2) greater visual memory ability is coupled with survey inference questions and survey
town descriptions. The effects of matching problem-solving skills to the characteristics of
both problem representation and task were analysed with a MANCOVA model using
subjects’ visual memory and spatial scanning scores as the respective covariates. The skill
covariate was significant with respect to performance in both cases where problem
representation and task matched (i.e. a route town description with a route inference
task, or, alternately, a survey town description with a survey inference task). For route
town descriptions addressed with route inference questions, spatial scanning ability
was significant [F (2, 260)"5.51; p"0.0045] with respect to performance. Higher spa-
tial scanning ability was significant with respect to both reduced error rates
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[F (1, 261)"11.44; p"0.0071] and reduced reaction times [F (1, 261)"3.15;
p"0.0361]. For survey town descriptions addressed with survey inference questions,
visual memory ability was significant [F (2, 260); p"0.0001] with respect to perfor-
mance. Higher visual memory ability was significant with respect to reduced error rates
[F (1, 261)"8.92; p"0.0031]. However, higher visual memory ability was also signifi-
cant with respect to increased reaction times [F (1, 261)"14.69; p"0.0002].

5.3. MATCHING SKILLS TO PROBLEM REPRESENTATION

Hypothesis H3 states that problem solving will be faster and more accurate when cognitive
skill matches the problem representation. This hypothesis is tested by examining whether
problem solving speed and accuracy are enhanced when (1) greater spatial scanning
ability is coupled with route town descriptions or (2) greater visual memory ability is
coupled with survey town descriptions. The effects of matching problem-solving skills to
the characteristics of the problem representation (apart from the task) were again
analysed with a MANCOVA model using subjects’ visual memory and spatial scanning
scores as the covariates. With the route town description (i.e. problem representation),
the spatial scanning skill covariate was significant [F (2, 524)"11.32; p" 0.0001] with
respect to performance. Higher spatial scanning ability was significant with respect to
reduced error rates [F (1, 525)"21.10; p"0.0001], but higher spatial scanning ability
was not significant with respect to reduced reaction times [F (1, 525)"1.57; p"0.2101].
With the survey town description, the visual memory skill covariate was significant
[F (2, 524)"16.26; p"0.0001] with respect to performance. Higher visual memory
ability was significant with respect to reduced error rates [F (1, 525)"9.54; p"0.0021].
However, higher visual memory ability was also significant with respect to increased
reaction times [F (1, 525)"24.73; p"0.0001].

5.4. MATCHING SKILLS TO TASK

Hypothesis H4 states that problem solving will be faster and more accurate when cognitive
skill matches the task. This hypothesis is tested by examining whether problem-solving
speed and accuracy are enhanced when (1) greater spatial scanning ability is coupled
with route inference questions or (2) greater visual memory ability is coupled with
survey inference questions. Visual memory and spatial scanning scores of the subjects
were again used in a MANCOVA model to analyse the effects of matching problem-
solving skills to the characteristics of the task (apart from the problem representation).
When responding to route inference questions (i.e. tasks), the spatial scanning skill
covariate was significant [F (2, 524)"18.83; p"0.0001] with respect to performance.
Higher spatial scanning ability was significant with respect to reduced error rates [F (1,
525)"15.83; p"0.0001], and with respect to reduced reaction times [F (1,525)"22.11;
p"0.0001]. With the survey town description, the visual memory skill covariate was
significant [F (2, 524)"6.63; p"0.0014] with respect to performance. Higher visual
memory ability was significant with respect to reduced error rates [F (1, 525)"12.81;
p" 0.0004]. However, higher visual memory ability was not significant with respect to
reduced reaction times [F (1, 525)"0.21; p" 0.6518]. Table 3 presents a summary of
the empirical results and the implications with respect to the four hypotheses.



TABLE 3
Hypotheses and results summary

Hypothesis/ Expected Statistical Correct
test Stimulus outcome Result significance only-

H1 Matching problem representation to task expedites problem solving
1 Route Route town text

superior
Supported for
errors

p"0.0356

2 Inference task To survey town
text

Not supported
for time

p"0.0218 p"0.1453

3 Survey Survey town text
superior

Inconclusive for
errors

p"0.4043

4 Inference task To route town text Supported for
time

p"0.0001 p"0.0013

H2 Matching skills to problem representation and task expedites problem solving
1 Route town text Spatial scanning Supported for

errors
p"0.0071

2 On route task Ability significant Supported for
time

p"0.0361 p"0.0116

3 Survey town text Visual memory Supported for
errors

p"0.0031

4 On survey task Ability significant Not supported
for time

p"0.0002 p"0.0070

H3 Matching skills to problem representation Expedites problem solving
1 Route Spatial scanning Supported for

errors
p"0.0001

2 Town text Ability significant Inconclusive for
time‡

p"0.2101 p"0.0648

3 Survey Visual memory Supported for
errors

p"0.0021

4 Town text Ability significant Not supported
for time

p"0.0001 p"0.0001

H4 Matching skills to task expedites problem solving
1 Route Spatial scanning Supported for

errors
p"0.0001

2 Inference task Ability significant Supported for
time

p"0.0001 p"0.0001

3 Survey Visual memory Supported for
errors

p"0.0004

4 Inference task Ability significant Inconclusive for
time

p"0.6518 p"0.2110

-Statistical significance of the reaction time data for correct responses only. The results are the same except
that statement 2 for hypothesis H1 is inconclusive, rather than not supported.

‡Statement 2 for hypothesis H3 was supported (statistically significant at p"0.0001) when the outlier data
was included in the analyses. Removing the outlier data did not affect any other reported results.

718 G. S. HUBONA E¹ A¸.
6. Discussion

Vessey’s (1991) model of cognitive fit addressed the decision performance implications of
matching characteristics of the problem and the task. Characteristics of problem-solving
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skills were not addressed in this model. Vessey developed this model to explain incon-
sistencies in the MIS literature with respect to reported decision performances result-
ing from the use of tabular and graphical computer display formats. Vessey and
Galletta (1991) extended this model to explain decision performances resulting from
the use of visual aids, including tables and line graphs, to accomplish symbolic and
spatial tasks. This extended model of cognitive fit is intended to help practitioners
(Vessey and Galletta, 1991, p. 81): ‘‘choose an appropriate problem representation to
support information acquisition tasks’’ with respect to computer-based decision support
system display formats. With the increasing use of multimedia (and multimodal)
computer systems, there is justification to extend this analysis beyond the scope of
visual computer displays. There is reason to believe that natural language, both written
and spoken, will become a more prevalent medium for human—computer decision-
support interactions. Thus, we apply the extended cognitive fit framework to assess
decision performances with respect to computer-displayed, language-conveyed spatial
information.

Generally, our findings support the notion that matching the characteristics of the
problem solving components (problem representation, task and skill) facilitates task
performance. With respect to accuracy (error rate), our findings are largely consistent.
Seven of the eight empirical tests relating to the problem solving accuracy are statistically
supported and one is inconclusive. However, with respect to reaction time, the results are
mixed. Three of the eight tests are statistically supported, three are refuted and two are
inconclusive. However, because subjects were motivated to work both quickly and
accurately, the fact that the findings for one metric or the other are mixed does not
necessarily impugn the validity of the research model. Working quickly and accurately
are opposing initiatives. Generally, faster performance will suffer with increasing accu-
racy and vice versa. Vessey and Galletta (1991) reported some mixed findings with respect
to both performance metrics, but nevertheless demonstrated the validity of the model
within the domain of tabular and graphical visual aids.

Perhaps it is more meaningful to examine the results within the context of matching
the characteristics of the research model components (see Figure 1). The four hypotheses
are grouped into categories (see Table 3) that correspond to matched representations
among the model components (problem representation, task and skill). The intent is to
draw inferences about the nature of mental representations and about cognitive pro-
cesses involved in solving problems when the model components do or do not match.
The first hypothesis examines problem-solving performance when characteristics of the
problem representation and task match. The second examines performance effects when
characteristics of all three components (problem representation, task and skill) match.
The third examines performance when skill matches problem representation, and the
fourth examines performance when skill matches task.

With respect to performance effects when characteristics of the problem representation
match those of the task (i.e. hypothesis H1), subjects were more accurate answering route
inference questions when presented with a route description of the town, than when
presented with a survey town description. However, subjects responded more quickly
answering the route inference questions after studying the survey town description (i.e.
a mismatch). In terms of accuracy in answering survey inference questions, there was no
significant performance advantage regardless of the town description format studied.
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However, as predicted, subjects responded to survey inference questions significantly
faster when they had studied a survey-formatted town description.

The research model (see Figure 1) suggests that skills that enable the cognitive
processing of information characteristics that are present in both the problem repres-
entation and task should enhance decision performance. In these situations, all three
cognitive fit model components (i.e. problem representation, task and skill) have similar
characteristics. The mental representation formulated by the problem representation is
consistent with mental processes used to complete the task. Further, the individual
possesses a particular cognitive skill that serves as an additional catalyst to solve the
problem. Thus, problem-solving performance should be further improved.

The results of this experiment validate this notion (i.e. hypothesis H2). Greater spatial
scanning ability is significantly related to reduced error rates and to reduced reaction
times when responding to route inference questions about the town described from
a route perspective. Greater visual memory ability is significantly related to reduced
error rates when responding to survey inference questions about the town described from
a survey perspective. However, subjects with greater visual memory abilities took longer
to correctly answer these survey questions. In these cases, decision accuracy improved at
the expense of longer decision times. In general, problem-solving performance became
more effective, but less efficient. This scenario of more effective, less efficient decisions
could be desirable in certain ‘‘critical’’ decision-making situation where the ‘‘correct’’
decision is more important than the time required to make the decision. In spite of this
anomalous finding, three of the four performance measures do support the second
hypothesis: that the formulated mental representation expedites problem-solving perfor-
mance when problem representation, task, and skill all have similar characteristics.

The research model further suggests that problem-solving performance will be ex-
pedited when problem-solving skill matches the characteristics of the problem repres-
entation (i.e. hypothesis H3). The results provide some support for this hypothesis.
Greater spatial scanning ability is significantly related to reduced error rates when
presented with a route-formatted description of the town (regardless of whether they are
responding to route or survey-formatted inference questions). However, there is no
commensurate increase (or decrease) in decision speed. Similarly, greater visual memory
ability is significantly related to reduced error rates when presented with a survey-
formatted description of the town (regardless of the inference question format). In these
circumstances, however, subjects took longer to make more accurate decisions. Again,
one could argue that accuracy is more important than speed in certain decision situ-
ations. In summary, two of the four tests of the third hypothesis are affirmative, one is
negative, and one is inconclusive.

The research model also suggests that problem-solving performance will be expedited
when problem-solving skill matches task characteristics (i.e. hypothesis H4). Our results
strongly support this notion. Greater spatial scanning ability is significantly related to
both reduced error rates and reduced decision times when responding to route inference
questions, regardless of the language format of the town description. In addition, greater
visual memory ability is significantly related to reduced error rates when responding to
survey inference questions, regardless of the town description format. However, greater
visual memory ability is not related to reduced (nor to increased) decision times when
responding to survey inference questions.
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Overall, the results validate the paradigm of cognitive fit and demonstrate that this
model is applicable in assessing decision performance abilities in multimedia domains
(i.e. natural language presentations as well as graphical presentations). However, it
would be relevant to apply the model to the use of other sensory modalities, such as
hearing, instead of reading, scenic information. Furthermore, the results of this experi-
ment provide some support for the notion of language-fostered ‘‘perspective-bias’’ in the
formation and use of mental representations of scenic information. That is, when the
language perspectives of the problem and task are consistent, problem-solving perfor-
mance generally improves. In addition, there is evidence that decisions are generally
more effective (i.e. more accurate) when the language of the task matches the language of
the described scene. Additionally, our findings underscore the importance and utility of
individual cognitive skills for problem-solving performance, specifically cognitive skills
that are consistent with the problem representation, the task or both.

Since the primary purpose of this study was to validate the paradigm of cognitive fit
with respect to decision performance in natural language task domains, the effects of
gender were not central to the analysis. However, it is useful to note that gender did have
a significant affect on performance. Unlike the Perrig and Kintsch (1985) study, we did
not find that females exhibited a bias responding to inference questions in a route or
survey format consistent with the town description format, nor that males were persist-
ently biased in favour of survey inference questions, regardless of the town description. In
addition, the male subjects generally outperformed the female subjects. Male subjects
were consistently more accurate than the females, regardless of the town description
format or the inference question type. Furthermore, males were faster than the females
answering the inference questions when both the town description and the inference
question assumed a route perspective. However, females were faster than males when the
town was described in a survey format, regardless of the inference question type. Male
and female response times were not significantly different answering inference questions
in a survey format when the town was described in a route format.

In this study, the use of student subjects raises the issue of whether the results are
generalizable to the population of ‘‘real-world’’ problem solvers. Note that the theoret-
ical foundations of this study do not rely on task-specific experience to predict perfor-
mance effects. Moreover, in conducting the experiment, the majority of subjects were
observed intensely concentrating, apparently trying to understand the scene descriptions
and to answer the inference questions as well as possible. These informal observations
suggest that subjects were apparently quite motivated to perform well. Furthermore, the
port-trial map drawings indicated that subjects were able to formulate very precise and
accurate mental representations of the described scenes, even though they did not
directly view the map of Pinehurst. For example, compare Figure 4, one subject’s
drawing of the town of Pinehurst, with Figure 2, the original Pinehurst map (and the
basis of the town description texts). This subject’s drawing was one of the better map
representations of the town, constructed solely on the basis of his recall of the narrative
description of Pinehurst. It is included to demonstrate that some subjects formed quite
accurate mental representations on the basis of the descriptive text alone.

Within the framework of the Vessey and Galletta (1991) model, our results suggest that
the language perspective does influence the cognitive representations of described scenes.
This finding is supportive of Perrig and Kintsch’s (1985) assertion that the nature of



FIGURE 4. One subject’s drawing of the town of Pinehurst.
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mental representations formed by reading scenic descriptions are related to the language
perspective of the text. Subjects in our experiment were generally more accurate in
responding to questions about the scene that were worded in the same format as the
scene’s textual description. Thus, the design of effective language-based user interfaces for
systems relating to navigation or training about hazardous environments would be well
served by analysing the types of problem domains and tasks to be addressed by that
system. For example, Witmer, Bailey, Knerr and Parsons (1996) demonstrated the
application of a virtual environment (VE) simulator to train users to navigate an
unknown environment by visually interacting with that environment in the VE simula-
tor. The addition of an appropriate language interface could make this training approach
much more effective. Military applications might include teaching ground forces the
layout of a city or an airport, or teaching soldiers to become familiar with hostile
territory. Civilian applications might include teaching routes to mail carriers or bus
drivers. Police or firefighters could practice emergency entry and rescue procedures for
government buildings. However, it should be recognized that the language perspective of
the training system interface will influence that user’s understanding and ability to infer
about the relative locations of objects and places within that environment. Thus, the
particular language perspective used should be crafted in deliberate consideration of the
task to be performed by the user.
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Appendix 1: Town description texts

(Adapted from Taylor and Tversky, 1992b; Note: Identical sentences in route and survey
texts are indicated with asterisks.)

ROUTE PERSPECTIVE

1. The small town of Pinehurst is a typical New England town*.
2. To reach Pinehurst, drive east along the east-west Scenic Highway to the Rushing

River which flows from the distant Blue Mountains on your left.
3. You first see Pinehurst and its surrounding areas to your left just on the other side of

the river.
4. Continuing on the Scenic Highway for half a mile past the river, you come to Pioneer

Road on your left.
5. You have reached one end of the town of Pinehurst.
6. After you turn left onto Pioneer Road from Scenic Highway, you see, on your

immediate left, the Gas Station.
7. You drive on Pioneer Road a block past the Gas Station, and come to, on your left,

Maple Street.
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8. Maple Street is lined with large maple trees that come alive with color in the fall and
become an attraction for many tourists.*

9. You turn left onto Maple Street from Pioneer Road, and you see, on your right, the
Town Park — a central feature of Pinehurst.

10. You travel one block along Maple Street and you are forced to make a right turn
onto Park Street.

11. Continuing along Park Street for one block, you are again forced to make a right
turn onto Smith Drive.

12. You turn and drive a half block on Smith Drive where you see, on your left, the
Store.

13. People often gather at the Store to find out the latest town news.*
14. You continue along Smith Drive for another half block beyond the Store where it

dead-ends into Pioneer Road.
15. You turn right onto Pioneer Road, and you see, on your left, the Town Hall.
16. The Town Hall is the oldest structure in the town and one of the buildings around

which the town was built.*
17. From your position with the Town Hall on your left, you see, on your right, a white

Gazebo near the edge of the Town Park.
18. The Gazebo is used to house the town band during afternoon concerts.*
19. You continue on Pioneer Road to where it dead-ends into the Scenic Highway.
20. You turn left onto the Scenic Highway and drive out of the town of Pinehurst.

SURVEY PERSPECTIVE

1. The small town of Pinehurst is a typical New England town*.
2. Pinehurst is located to the east of where the east-west Scenic Highway crosses the

Rushing River which flows out of the distant Blue Mountains to the north.
3. The westernmost edge of Pinehurst and its surrounding areas begin to the north of

Scenic Highway just east of the river.
4. Pioneer Road intersects the Scenic Highway to the north, half a mile east of the river.
5. The eastern end of the town of Pinehurst is located at this intersection.
6. The Gas Station is located on the northwest corner of the intersection of the Scenic

Highway and Pioneer Road.
7. One block north of the Gas Station on the Pioneer Road is the intersection with

Maple Street to the west.
8. Maple Street is lined with large maple trees that come alive with color in the fall and

become an attraction for many tourists.*
9. To the north of Maple Street is the Town Park — a central feature of Pinehurst.

10. Maple Street is exactly one block long; at the end Park Street intersects to the north.
11. One block north on Park Street, it ends, and is intersected to the east by Smith

Drive.
12. The Store is just to the north of Smith Drive, one half block east of where it begins at

Park Street.
13. People often gather at the Store to find out the latest town news.*
14. One half block east of the Store, Smith Drive dead-ends into Pioneer Road.
15. South of this intersection, and just to the east of Pioneer Road, is the Town Hall.
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16. The Town Hall is the oldest structure in the town and one of the buildings around
which the town was built.*

17. A white Gazebo, on the eastern edge of the Town Park, sits just to the west of
Pioneer Road and the Town Hall.

18. The Gazebo is used to house the town band during afternoon concerts.*
19. Pioneer Road continues south from the Town Hall and the Gazebo to where it

dead-ends into the Scenic Highway.
20. From that intersection, the Scenic Highway continues east out of the town of

Pinehurst.

Appendix 2: Experimental inference questions

PRACTICE STATEMENTS

1. The Blue Mountains are to the south of the Scenic Highway. (false)
2. If you turn left onto Scenic Highway from Pioneer Road, and drive straight ahead,

you will cross the Rushing River. (false)
3. Pioneer Road runs in a north—south direction. (true)

ROUTE PERSPECTIVE

4. If you turn left onto Pioneer Road from the Scenic Highway and drive straight
ahead, you will eventually pass the Town Hall on your right. (true)

5. If you drive along Smith Drive and turn left onto Park Street, the Town Park will be
on your right. (false)

6. If you drive along Pioneer Road from the Town Hall towards the Scenic Highway,
you will come to the Gas Station on your right. (true).

7. If you turn left onto Scenic Highway from Pioneer Road and drive, you will pass the
Gas Station on your left. (false)

8. If you drive along Pioneer Road and pass the Gazebo on your right, you will next
pass Maple Street on your right. (true)

9. If you turn right onto Maple Street from Pioneer Road, at the next corner, if you
continue, you must turn left. (false)

10. If you drive along Pioneer Road and turn right onto Smith Drive, as you continue
the Town Park will be on your left. (true)

11. If you turn right onto Smith Drive from Park Street, the Gazebo will be on your left.
(false)

12. If you turn left onto Pioneer Road from Maple Street, as you continue you will pass
the Town Hall on your right. (true)

13. From the corner of Smith Drive and Park Street, if you drive along Park Street for
one block, turn left, drive one more block, turn right, and drive one more block, then
the Town Hall will be on your right. (false)

14. If you turn left onto Maple Street from Park Street, the Town Park will be on your
left. (true)

15. If you turn right onto Pioneer Road from the Scenic Highway, the gas station will be
on your right. (false)
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SURVEY PERSPECTIVE

16. The colorful maple trees are to the north and south of Maple Street. (true)
17. Pioneer Road is to the west of the Town Park. (false)
18. The Town Hall is to the south and east of the Store. (true)
19. The Gas Station is to the south and east of the Town Hall. (false)
20. Smith Drive is to the north of the Gazebo. (true)
21. The Rushing River is to the east of Pinehurst. (false)
22. Park Street borders the western edge of the Town Park. (true)
23. The Town Park is located to the west of Park Street. (false)
24. Smith Drive runs parallel to the Scenic Highway. (true)
25. The Town Hall is the westernmost building mentioned in the text. (false)
26. The Store is the northernmost building mentioned in the text. (true)
27. The Gas Station is to the south and west of Park Street. (false)
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